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Cardiac arrhythmias

Sudden cardiac death:
~300,000 deaths/year

Ventricular tachycardia
- Rapid activation
- May impair pumping
- May degenerate to VF

Ventricular fibrillation
- Loss of synchronous 
  activation
- Syncope, death



• How do cardiac arrhythmias initiate?
• How are they sustained?
• What can we do to prevent their occurrence?
• How can we terminate them?



Initiation

Abnormal cellular electrical activity

Structural heterogeneity

Bill Stevenson, 
KITP seminar, 
2006.
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Fig. 6. Transmembrane potential or voltage from model of a small cluster of three embryonic chick
ventricular cells during spontaneous activity, and the corresponding histograms of the interbeat intervals
(IBI) obtained from 4000 s simulations without noise (left, σ = 0 pA), and with noise (right, σ =
10 pA). The conductance (gKs) of IKs is 1.7 nS (A), 1.6 nS (B), 1.59 nS (C) and 1.5 nS (D).

on the action potential upstroke) yields a single narrow peak (Fig. 6A (left)). When
a noise current with σ = 10 pA is added (right), the dispersion in the interbeat
interval increases, and early afterdepolarizations (arrow) are induced in only 0.2%
of the action potentials. Figure 6B shows that when gKs decreases to 1.6 nS in the
absence of noise (left), the repolarization time and IBI increases even further, but
no early afterdepolarizations are observed. When a noise current with σ = 10 pA
is added (Fig. 6B (right)), about a third of the action potentials are followed by
an early afterdepolarization, leading to a bimodal histogram of interbeat intervals.
The average interbeat interval between two consecutive action potentials (with-
out an intervening early afterdepolarization) is shorter than the noise-free value
(contrast histograms in Fig. 6B, left and right). Also, action potentials occurring
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Fig. 1.2 A typical action potential duration
(APD) restitution curve, generated with the
Shiferaw et al. model [54] of a ventricular
cell. To generate the APD restitution curve,
a train of action potentials are stimulated at
a constant pacing rate, followed by one pre-
mature stimulus. Thus, the diastolic interval

(DI) following the penultimate action poten-
tial is varied, and the duration of the resulting
action potential is plotted as a function of the
preceding DI. As the action potentials in the
insets demonstrate, APD shortens as DI is
shortened, leading to a restitution curve with
the general shape as shown.
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Fig. 1.3 Action potential duration bifurcation
diagram, generated with the Shiferaw et al.
model [54] in a one-dimensional cable. When
pacing at a relatively slow rate, identical ac-
tion potentials occur each time a stimulus is

applied (i.e., 1:1 behavior). However, increas-
ing the pacing rate causes the action potential
behavior to bifurcate, such that for every two
stimuli, two different action potentials occur
(i.e., 2:2 behavior).

given cell bifurcates to alternans is dependent upon the membrane currents
and intracellular regulatory mechanisms operating in that cell.

Our interest in alternans resides in the role of alternans as a precursor, or
even as a trigger event, for more complex and potentially fatal cardiac ar-
rhythmias. The details of the implications of APD alternans for ventricular

4 1 Control of Cardiac Electrical Nonlinear Dynamics

0 50 100 150 200 250
80

120

160

200

240

DI (ms)

A
P

D
 (

m
s
)

APDDI

Fig. 1.2 A typical action potential duration
(APD) restitution curve, generated with the
Shiferaw et al. model [54] of a ventricular
cell. To generate the APD restitution curve,
a train of action potentials are stimulated at
a constant pacing rate, followed by one pre-
mature stimulus. Thus, the diastolic interval

(DI) following the penultimate action poten-
tial is varied, and the duration of the resulting
action potential is plotted as a function of the
preceding DI. As the action potentials in the
insets demonstrate, APD shortens as DI is
shortened, leading to a restitution curve with
the general shape as shown.

250 300 350 400 450 500
80

120

160

200

240

Pacing interval (ms)

A
P

D
 (

m
s
)

Fig. 1.3 Action potential duration bifurcation
diagram, generated with the Shiferaw et al.
model [54] in a one-dimensional cable. When
pacing at a relatively slow rate, identical ac-
tion potentials occur each time a stimulus is

applied (i.e., 1:1 behavior). However, increas-
ing the pacing rate causes the action potential
behavior to bifurcate, such that for every two
stimuli, two different action potentials occur
(i.e., 2:2 behavior).

given cell bifurcates to alternans is dependent upon the membrane currents
and intracellular regulatory mechanisms operating in that cell.

Our interest in alternans resides in the role of alternans as a precursor, or
even as a trigger event, for more complex and potentially fatal cardiac ar-
rhythmias. The details of the implications of APD alternans for ventricular
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Wave propagating in presence
of dense scar

Wave propagating in presence
of scar with viable, but
damaged, tissue within scar

Example: how can scar tissue initiate arrhythmias?



Example: how can scar tissue initiate arrhythmias?

Wave propagates around, and
into, scar

Wave propagates around, but
not into, scar



Example: how can scar tissue initiate arrhythmias?

Wave propagates through scar
slowly because the tissue is
poorly coupled



Example: how can scar tissue initiate arrhythmias?



Example: how can scar tissue initiate arrhythmias?

Waves from either side of the
scar merge and propagate
beyond scar

Waves from either side of the
scar  merge and propagate back
into scar (excitable waves
propagate into any tissue that is
viable and non-refractory)



Example: how can scar tissue initiate arrhythmias?

The two intra-scar waves,
flowing in opposite directions,
annihilate one another. No
reentrant rhythm occurs.



Example: how can scar tissue initiate arrhythmias?

Now let’s examine what can
happen when an ectopic beat
occurs at the “wrong place and
wrong time”.



Example: how can scar tissue initiate arrhythmias?

Because the slow conduction
zone can also lengthen
refractory period, the ectopic
wave can block by running into
the tail of the preceding wave



Example: how can scar tissue initiate arrhythmias?
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Example: how can scar tissue initiate arrhythmias?



Example: how can scar tissue initiate arrhythmias?



Maintenance

Reentry: anatomical or functional

Davidenko et al., 
Nature, 1992.

Break-up: tachycardia to fibrillation

thevirtualheart.org



single channel

Multiscale phenomena

1 nm 10 nm 100 nm 1 µm 10 µm 100 µm 1 mm 1 cm 10 cm1 Å

10 µs 100 µs 1 ms 10 ms 100 ms 1 s 10 s 100 s

single cell tissue, organ

2 Introduction

1.1 Membrane noise

1.1.1 Single-channel noise

With the development of the patch-clamp technique it became possible to measure

the current flow across tiny patches of membrane, clamped at a fixed transmembrane

potential (91). An example is shown below.

i2
i
0

1 
pA

4 s

Figure 1.1: Single-channel current through mutant cystic fibrosis transmem-

brane conductance regulator (CFTR) channels. Channel openings are downward

deflections. Courtesy of John. W. Hanrahan. For more examples of single-

channel recordings see e.g. Ref. 60.

The current varies in a step-like manner between three different levels: 0, i,

and 2i. The interpretation is that the patch contains two identical ionic channels,

each of which can be either closed or open. Ions can diffuse through an open channel

with a fixed conductance (the single-channel conductance), but cannot go through

the channel when it is in its closed configuration. Thus, when both channels in

the patch are closed, no current is conducted (level 0), when one channel is open a

single-channel current i is conducted, and when both channels are open the current

is 2i.

The average time that a channel spends in a given state generally depends

8

Figure 5. APs from a broad range of simple and complex mathematical models
of cardiac cells (see [47], for a review of current cell models).

mouse ventricular [63], human atrial [64, 65], and canine atrial [66], as well as sinoatrial node
cells [48]. For convenience, we focus on the three-variable model described in [38] and its four-
variable extension [57] to analyze many of the phenomena presented here. Examples of a wide
range of model action potentials are shown in figure 5. APs have different shapes because of
the presence of different currents and variations in current densities in different species and
regions of the heart. Figure 6 shows two examples of Java applets [67] that depict the APs and
other variables of two different ionic models and also permit an interactive visualization of the
transmembrane currents.

2.2.3. Numerical integration. Integrating the above equations numerically can be challenging
because of the differences in time and space scales. As can be seen in figures 3–5, the
timescale of the AP upstroke is much smaller (about two orders of magnitude) than the
timescale of repolarization, and simulations may need to include tens of APs. Similarly, the
size of a computational cell is about two orders of magnitude smaller than the necessary
domain size. The difference in timescales has given rise to several advanced integration
techniques [38], [68]–[70]. However, because it is important to reproduce conduction velocities

New Journal of Physics 10 (2008) 125016 (http://www.njp.org/)



Action potential generation

Java



Cardiac action potentials

• Upstroke of ventricular AP 
is Na+ mediated.

• At the peak, Ca2+ channels 
open, causing an inward 
current that prolongs AP 
(plateau).

• Ca2+ influx triggers 
additional Ca2+ release 
from the sarcoplasmic 
reticulum..

• Cytoplasmic Ca2+ produces 
muscle contraction.

• Cardiac cells have many 
different types of K+ 
channels.
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dV
dt

courtesy of R. Gilmour

Computational modeling at the single cell level
Hodgkin-Huxley-type
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Computational modeling at the single cell level
Activation and inactivation
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Computational modeling at the single cell level

Solution for constant V: (think voltage clamp)
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Single-channel modeling: Markov model
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• May be based on channel structure
• Gates not necessarily independent
• May reproduce experimental data better than HH

Beyond Hodgkin-Huxley



Three-dimensional virtual cardiac tissue



Why use computational modeling for cardiac 
electrophysiology?
• Rodent cardiac myocytes have fundamentally different 

channel expression levels (especially repolarizing 
currents). Therefore, transgenic models are not 
appropriate.

• Modeling allows one to monitor each component 
simultaneously – not possible in experiments.

• Dynamics can be observed at resolutions that are 
unattainable experimentally or clinically.

• It is often faster and cheaper to do so.

Nerbonne. 
Trends Cardiovasc. Med. 
2004.



Multiscale modeling example: single-channel noise

Unitary events add 
up to give the 
macroscopic 
current.

Excised patch

Whole cell       



Multiscale modeling example: single-channel noise

3.5 Results: stochastic single-channel population model 155
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Single channel noise ➞ irregularity of beating

2 Introduction

1.1 Membrane noise

1.1.1 Single-channel noise

With the development of the patch-clamp technique it became possible to measure

the current flow across tiny patches of membrane, clamped at a fixed transmembrane

potential (91). An example is shown below.

i2
i
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1 
pA

4 s

Figure 1.1: Single-channel current through mutant cystic fibrosis transmem-

brane conductance regulator (CFTR) channels. Channel openings are downward

deflections. Courtesy of John. W. Hanrahan. For more examples of single-

channel recordings see e.g. Ref. 60.

The current varies in a step-like manner between three different levels: 0, i,

and 2i. The interpretation is that the patch contains two identical ionic channels,

each of which can be either closed or open. Ions can diffuse through an open channel

with a fixed conductance (the single-channel conductance), but cannot go through

the channel when it is in its closed configuration. Thus, when both channels in

the patch are closed, no current is conducted (level 0), when one channel is open a

single-channel current i is conducted, and when both channels are open the current

is 2i.

The average time that a channel spends in a given state generally depends



Multiscale modeling example: AF maintenance

Atrial fibrillation:
• 2.3 million sufferers in the U.S.
• 1/3 of all strokes over age 65
• doubled mortality rate



Clinical/exp observations: 

Multiscale modeling example: AF maintenance

• “AF begets AF”

Atrial fibrillation:
• 2.3 million sufferers in the U.S.
• 1/3 of all strokes over age 65
• doubled mortality rate

M. Allessie et al. / Cardiovascular Research 54 (2002) 230–246 231

(Fig. 1). This observation of tachycardia-induced electrical different types of AF were first distinguished by Wells et

remodeling creating a substrate for persistent AF, led to the al. [7] based on difference in morphology of bipolar

concept that ‘Atrial Fibrillation Begets Atrial Fibrillation’ fibrillation electrograms and later by Konings et al. by

[1]. different degrees of complexities in high density maps of

The higher susceptibility to AF was explained by a AF [8]. Due to the shortening in wavelength, now multiple

shortening of the wavelength of the atrial impulse [3,4]. wavelets were wandering under the mapping electrode

When the wavelength is short, small regions of intra-atrial (type III AF). This higher degree of spatial dissociation

conduction block may already serve as a site for initiation lowers the chance that the fibrillation waves will all die

of reentry, thus increasing the vulnerability for AF. A short out, making it less likely that AF will self-terminate.

wavelength is also expected to increase the stability of AF Shortly after the demonstration of tachycardia-induced

because it allows more reentering wavelets to coexist in electrical remodeling, the ionic mechanisms underlying

the available surface area of the atria. This is illustrated in this arrhythmogenic process have been elucidated by a

the right part of Fig. 1, showing high density maps number of elegant and convincing studies [9–13]. Action

(diameter 4 cm, 240 electrodes) from the free wall of the potential recordings and patch clamp experiments in

right atrium during paroxysmal (top) and persistent AF isolated atrial cells from animal models and patients in

(bottom) [5]. Whereas during control (no remodeling) the chronic AF showed a consistent pattern. The most im-

right atrium was activated by broad fibrillation waves (type portant impact of AF on the ion channels was a marked
21

I AF), after electrical remodeling the fibrillation waves reduction in the L-type Ca current. This explains the

were much more disorganized (type III AF) [6]. These shortening of the atrial action potential and the loss of the

Fig. 1. Left: prolongation of the duration of episodes of electrically induced AF in the goat as a result of electrical remodeling (from Wijffels et al. [1]).

Right: high density mapping of the free wall of the right atrium of a goat during acutely induced (top) and persistent AF (bottom). The mapping array

(diameter 4 cm) contained 240 electrodes with an interelectrode distance of 2.25 mm. Isochrones are drawn every 10 ms. The direction of propagation is

indicated by arrows (from Konings et al. [5]).

Wijffels et al., 
Circulation, 1995.



Clinical/exp observations: 

Multiscale modeling example: AF maintenance

• “AF begets AF”
• electrical and structural remodeling

Atrial fibrillation:
• 2.3 million sufferers in the U.S.
• 1/3 of all strokes over age 65
• doubled mortality rate

M. Courtemanche et al. / Cardiovascular Research 42 (1999) 477 –489 481

presents corresponding experimental data (right panel)
taken from the measurements of Boutjidir et al. [9].
Although rate-adaptation of the model NAP is consistent
with some experimental data [14,17], the model typically
exhibits a smaller decrease in APD at faster rates ($ 390
Hz) compared to other experimental recordings (e.g. Refs.
[9,16]). However, a comparison of rate-adaptation in the
model NAP and AFAP confirms that the model reproduces
qualitatively important features of AF-induced remodeling

Fig. 3. Comparison of model APs (left) with experimentally recorded observed in experimental preparations, namely the overallAPs from tissue samples of patients (right). In each panel, both NAP
decrease in APD and the reduced extent of rate-adaptation.(solid line) and AFAP (dashed line) morphologies are compared. Ex-
The changes in APD that accompany changes in stimula-perimental data is adapted from Boutjidir et al. [9].
tion period in the model AFAP are quite similar to the
experimental data of Boutjidir et al., but the model NAP

APs with only one of I (lower left), I (lower right), or exhibits less of a decrease in APD with decreasingto Kur
I (upper right) currents altered in the same way as in stimulation period compared to the experimental data.Ca,L
the AFAP. The effects of individual current abnormalities
on the NAP reveal that I reduction plays the major role 3.3. Potassium channel blockade in model NAP andCa,L
in the observed change between the model NAP and AFAP
AFAP, reproducing the triangular morphology and ab-
breviation of the AP typical of AF. Compared to the AP We investigated the effect of potassium channel bloc-
with I alteration alone, the reductions in I and I kade, implemented via a reduction in maximal conduct-Ca,L to Kur
produce a slowing of phase 1 repolarization and an ance of specific potassium currents, on morphology and
increase in AP plateau height that may play a role in duration of the model NAP and AFAP. We selected as our
modulating the response of the AFAP to potassium current targets four currents: I (90% inhibition), I (90%to Kur
inhibition (see below). inhibition), I (90% inhibition), I (90% inhibition), andKr Ks

I (20% inhibition). Extensive block of I compromisesK1 K1
3.2. Rate-adaptation the stability of the resting potential in the model, with

failure of repolarization or excessive resting potential
A shortened APD and decreased adaptation to rate have depolarization occurring for decreases of the inward

been observed as a consequence of AF-induced remodeling rectifier greater than 20%. Results are presented with
[9,16]. We investigated the rate-dependence of APD mea- respect to the control values APD , corresponding260
sured at APD in both NAP and AFAP. Fig. 5 illustrates approximately to the ERP, which are 260 ms for the model90
the relationship between APD and basic pacing cycle NAP and 177 ms for the model AFAP (at 1 Hz).90
length for the model NAP and AFAP (left panel) and Fig. 6 shows the result of I inhibition on the NAP andto

AFAP during pacing at 1 Hz. Inhibition of I shortens theto
NAP by 40 ms (15%) and the AFAP by 15 ms (8%). This
paradoxical shortening of APD in response to blockade of
a repolarizing current (I ) has been observed experimen-to
tally [18]. As shown in the upper panels of Fig. 6,
inhibition of I causes a slowing of phase 1 repolarizationto
following the AP upstroke. This is associated with a more
positive plateau potential, sustained by a balance between
increased I and increased I (see middle and bottomCa,L Kur
panels). The elevated plateau potential allows for greater
activation of I (compare middle and lower panels) thatK
increases the rate of mid- and late-repolarization, ultimate-
ly producing a shorter APD. Thus, a secondary increase in
I explains the paradoxical AP shortening caused by IK to
inhibition in both the NAP and AFAP models.
Fig. 7 shows the result of I inhibition on the modelKr

APs. Inhibition of I prolongs the NAP by 105 ms (38%)KrFig. 4. Role of AF-induced ionic current abnormalities in producing and the AFAP by 60 ms (34%). Inhibition of I (notKsmodel AFAP morphology. The first panel (top left) presents a comparison shown) prolongs the NAP by 32 ms (12%), prolongs theof model NAP and AFAP. Successive panels show a comparison between
AFAP by 12 ms (7%), and is qualitatively similar tothe model NAP and APs with only one of I (lower left), I (lowerto Kur

right), or I (upper right) currents being altered. inhibition of I in its effect on the AP. Because I and ICa,L Kr Kr Ks

↓ ICa 
↓ IKur 
↓ Ito

Burstein & Nattel, 
J. American College of Cardiology, 2005.

Courtemanche et al., 
Cardiovascular Research, 1999.



Multiscale modeling example: AF maintenance
!"#$%&'(%#)&#$*+

,*-).*"/'''''''',*-)01%&#
!"#$%&'()*'+)%,-.....!/$0+(%1#-

,*-)+)&2#3

CV
APD Wave length:   WL = CV · APD

↓ CV
↓ APD

↓ WL multiple waves 
can fit in the atria

5 10 15 20
0

2000

4000

6000

WL
1000

 (cm)

<
d
u

r>
 (

m
s
)

Model: can separate ionic vs. structural remodeling

Ionic
Structural

WL



Sudden cardiac death:
Treatment, prevention, termination
Pharmacological treatment (prevention)
 - β-blockers
 - ion channel blockers have increased mortality in some trials

External defibrillation
 - not always accessible

CAST: Echt et al. 
New England J. Medicine, 1991
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 - β-blockers
 - ion channel blockers have increased mortality in some trials

Ablation therapy (cure)
 - doesn’t work well in ventricles
 - only if a localized, abnormal region of tissue is responsible
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Treatment, prevention, termination
Pharmacological treatment (prevention)
 - β-blockers
 - ion channel blockers have increased mortality in some trials

Ablation therapy (cure)
 - doesn’t work well in ventricles
 - only if a localized, abnormal region of tissue is responsible

External defibrillation
 - not always accessible

Implantable cardioverter defibrillator
 - therapy of choice for many patients
 - expensive



Alternans and its control

repolarization alternans 

repolarization gradients

conduction block

tachyarrhythmias
Pastore et al., Circulation, 1999



Alternans control

Basic concept: eliminate alternans by applying (small) 
electrical stimuli at well-timed intervals 

10 1 Control of Cardiac Electrical Nonlinear Dynamics

1.5.1
Controlling Cellular Alternans

Recent research has suggested that control algorithms targeted at cardiac al-
ternans could potentially lead to an improvement in the therapeutic efficacy
of implantable devices such as ICDs.

Most of this work is based on model-independent, adaptive control algo-
rithms, e.g., delayed feedback control (DFC). In this method, which is based
on the Ott-Grebogi-Yorke (OGY) [44] technique for chaos control, small per-
turbations are applied to the timing of the next excitation in an attempt to
force the state of the system toward the (unstable) period-1 fixed point. Un-
like chaos control techniques, DFC algorithms do not require a learning stage
(i.e., learning the dynamics in the neighborhood of the unstable period-1 so-
lution). This is important, because during alternans, the dynamics evolve far
from the period-1 dynamics (unless the alternans amplitude is very small).
Delayed feedback control (DFC) algorithms typically require (i) knowledge of
the state of the system for a very short time history, and (ii) a basic under-
standing of the system dynamics to ensure that the control perturbations are
of the proper magnitude and polarity. These two elements allow the periodic
rhythm to be stabilized by repeated adjustment of the stimulation time.

Let BCL (basic cycle length) be the time interval between two stimulations.
A typical DFC algorithm for alternans control is:

BCLn+1 =

{
BCL! for ∆BCLn+1 > 0,
BCL! + ∆BCLn+1 for ∆BCLn+1 ≤ 0,

(1.1)

with

∆BCLn+1 =
γ

2
(APDn+1 −APDn), (1.2)

where γ is the feedback gain and BCL! is the nominal BCL. The restriction
that a perturbation is only given to shorten, and not delay, the intrinsic rhythm
reflects the fact that, in the heart, it is often not possible to delay the excitation:
it will occur naturally without stimulation. Thus, this algorithm is said to be
restricted. Both unrestricted DFC algorithms (which allow both lengthening
and shortening of the BCL during control) and restricted DFC algorithms have
been applied to cardiac rhythm disturbances.

An example of alternans control in a mathematical model is shown in Fig. 1.5.
Essentially, the restricted algorithm works by shortening the long DI by giving
a premature stimulation. This in turn shortens the long APD due to restitu-
tion, as described in section 1.2.1. Eventually, the unstable period-1 solution is
stabilized and action potentials of constant duration are established. The rate
of convergence is controlled by the feedback gain.
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Alternans control

Basic concept: eliminate alternans by applying (small) 
electrical stimuli at well-timed intervals 

10 1 Control of Cardiac Electrical Nonlinear Dynamics
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lution). This is important, because during alternans, the dynamics evolve far
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Delayed feedback control (DFC) algorithms typically require (i) knowledge of
the state of the system for a very short time history, and (ii) a basic under-
standing of the system dynamics to ensure that the control perturbations are
of the proper magnitude and polarity. These two elements allow the periodic
rhythm to be stabilized by repeated adjustment of the stimulation time.

Let BCL (basic cycle length) be the time interval between two stimulations.
A typical DFC algorithm for alternans control is:

BCLn+1 =

{
BCL! for ∆BCLn+1 > 0,
BCL! + ∆BCLn+1 for ∆BCLn+1 ≤ 0,

(1.1)

with

∆BCLn+1 =
γ

2
(APDn+1 −APDn), (1.2)

where γ is the feedback gain and BCL! is the nominal BCL. The restriction
that a perturbation is only given to shorten, and not delay, the intrinsic rhythm
reflects the fact that, in the heart, it is often not possible to delay the excitation:
it will occur naturally without stimulation. Thus, this algorithm is said to be
restricted. Both unrestricted DFC algorithms (which allow both lengthening
and shortening of the BCL during control) and restricted DFC algorithms have
been applied to cardiac rhythm disturbances.

An example of alternans control in a mathematical model is shown in Fig. 1.5.
Essentially, the restricted algorithm works by shortening the long DI by giving
a premature stimulation. This in turn shortens the long APD due to restitu-
tion, as described in section 1.2.1. Eventually, the unstable period-1 solution is
stabilized and action potentials of constant duration are established. The rate
of convergence is controlled by the feedback gain.
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Christini et al., Physical 
Review Letters, 2006

studies were approved by the Institutional Animal Care and
Use Committee of the Center for Research Animal
Resources at Cornell University. Pacing stimuli (2 ms du-
ration) were delivered to either end of the fiber via a bipolar
electrode. Action potentials were recorded [sampled at
1 kHz with 12-bit resolution [19] ] simultaneously from
6 sites along the fiber using standard microelectrode tech-
niques. Following 60 minutes of equilibration at a pacing
cycle length (T!) of 300 ms, T! was decreased progres-
sively by 10 ms decrements to induce alternans—concord-
ant (i.e., all spatial regions alternate in phase) at slower
pacing rates and discordant (i.e., distinct spatial regions
alternate out of phase) at faster pacing rates. The pacing
protocol subsequently was repeated with the application of
the control algorithm at each T!. Both the pacing and
control stimuli were applied to the same end of the fiber.

As in previous alternans control studies, the interstimu-
lus interval was adjusted for each stimulus according to:

Tn "
!
T! # !Tn if !Tn < 0;
T! if !Tn $ 0;

(1)

where

!Tn " %!=2&%An ' An'1&; (2)

T! is the pacing cycle length without control, ! is the
feedback gain (which typically ranged from 0.6 to 1.0,
and was held constant for the duration of each experiment),
A is the APD at the proximal microelectrode (‘‘Lead 1’’ in
Figs. 1 and 2) and n is the interval number. No significant
differences in the ability to control alternans were detected
for different ! values between 0.6 and 1.0.

The algorithm was similar to that used for control of
APD alternans in Refs. [14,17], although the approaches
used in those studies did not impose any conditions on
!Tn, (i.e., Tn " T! #!Tn for all !Tn). The conditions of
Eq. (1) were used in this study for two reasons. First, such
an implementation is more electrophysiologically realistic
than the unconditional approach. In an intact heart, in
which the underlying pacing is the result of native electro-
physiological activity rather than external stimulation, it is
not possible to prolong an interstimulus interval [13,20].
Second, algorithms using only negative perturbations have
been shown analytically to have a larger successful-control
regime than those that apply both positive and negative
perturbations [12,21]. However, a disadvantage of the for-
mer is that they achieve control slower (i.e., more beats are
required to suppress alternans after control is activated).

In this study, in the absence of control [as described in
detail previously [5,22,23] ], progressive shortening of T!
produces a stereotypical sequence of APD dynamics, in-
cluding a period-doubling bifurcation that initially takes
the form of concordant APD alternans and subsequently is
converted to discordant alternans at the shortest T!.
Examples of such uncontrolled dynamics are shown in
Fig. 1. They include: (1) concordant alternans at T! "

200 ms, during which APD for all sites on the fiber alter-
nate in phase [leftmost column of Fig. 1(a)]; (2) increased
magnitude of alternans at the site of stimulation at T! "
190 ms, with a reduction of alternans magnitude at more
distal sites [leftmost column of Fig. 1(b)]; (3) discordant
alternans at T! " 160 ms, during which the alternans of
APD at the proximal and distal ends of the fiber are out of
phase [leftmost column of Fig. 1(c)].
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FIG. 1 (color). Data from two consecutive action potentials
recorded from 6 microelectrodes spaced along the length of a
Purkinje fiber (Lead 1 is proximal; Lead 6 is distal) in one
representative control experiment. Stimulation was applied to
the proximal end of the fiber near microelectrode 1 (x " 0 cm).
For each of the three rows [(a), (b), and (c)]: (1) T! is shown on
the left, (2) membrane potential vs time for microelectrodes 1
through 6 (which correspond to x " 0 and 2 cm, respectively)
are shown in the left column (before control) and middle column
(during control), and (3) the right column shows APD values
computed from the six microelectrodes for the same alternate
beats before (top panels) and during (bottom panels) control.
During control, stimulation was adapted according to Eq. (1). In
the middle column, action potentials for which control failed to
eliminate alternans are shown in red and blue, while those in
which alternans was suppressed are shown in black.
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Alternans control works well is single cells but 
is only effective over ~1 cm in tissue.

CorCap Cardiac Support Device: 
prevent and reverse dilation; 
add electrode grid?
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Krogh-Madsen et al., 
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Krogh-Madsen & Christini, 
Biophysical Journal, 2007

to vary in space, even though it is held constant at the pac-
ing site. Therefore spatial heterogeneity in DCL is induced
(Fig. 7 I).
All of these spatial heterogeneities are much reduced in

the absence of a structural barrier (Fig. 7, A–E). Hence,
without the structural barrier, the alternans is concordant
(Fig. 7, C and E).

Onset of alternans

Fig. 8 shows the different dynamics that occur in ionically
heterogeneous tissue when BCL is varied. For BCL of 320
ms and above there is no alternans; and for BCL of 230 and
shorter there is 2:1 conduction block. A comparison of Figs.
4 and 8 reveals that the range over which alternans occurs is
larger in sheets with ionic heterogeneity (240–310 ms; Fig.
8) than in sheets without (250–290 ms; Fig. 4), mainly
because of the prolongation of APD, which causes earlier
onset of alternans. In heterogeneous sheets without a struc-

tural barrier, the alternans is always concordant, whereas in
sheets with a barrier, there is discordant alternans for BCL
values of 240 ms and 250 ms (:; Fig. 8).
The pacing rate at which alternans first occurs is the same

(310 ms) both in the presence and in the absence of the
structural barrier (Fig. 8 A). However, in our simulations we
distinguish alternans from nonalternans using a much
smaller criterion value (1 ms, see inset in Fig. 8 A) than
what is possible when analyzing experimental data. When
we instead define alternans as alternating APD differences
larger than 10 ms, the same criterion as used in analyzing the
experimental data (7) (Fig. 8 A, inset), there is an apparent
shift in the onset of alternans due to the presence of the
structural barrier (from 280 to 300 ms). This apparent shift in
the onset of alternans occurs because the alternans amplitude
increases more quickly as a function of BCL in sheets with a
structural barrier than in sheets without it (Fig. 8 A). This
effect is much larger in ionically heterogeneous sheets than
in homogeneous sheets (Fig. 8 A versus Fig. 4 A), as is the

FIGURE 6 Development of discor-

dant APD alternans in an ionically
heterogeneous sheet with a structural

barrier. Each panel shows a snapshot of

the transmembrane potential (in milli-

volts) in the sheet at the indicated time
(in milliseconds). BCL ¼ 240 ms.

FIGURE 7 Discordant APD alternans in ionically heterogeneous sheets without (upper row) and with (lower row) a structural barrier. (A–D) Spatial
distribution of APDi (A), APDi11 (B), DAPD (C), and DCL (D). (E) Voltage waveforms obtained from two different locations (marked ‘‘1’’ and ‘‘2’’) in the
sheets without a barrier. (F–J) Same as for A–E but in tissue with a structural barrier. Color scales apply to both rows. Asterisks indicate stimulus site. BCL ¼
240 ms.

Structural Barrier and Alternans 1143
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Use off-site control to 
eliminate alternans 
where it’s amplitude is 
large?



Implantable 
Cardioverter
Defibrillator
    (ICD)

Antitachycardia pacing therapy

Defibrillation therapy

Pacing-induced termination of reentry



• Size reduction; longevity increase.
• Arrhythmia detection improvement – reduction in 

false shocks, reducing pain and chronic anxiety. 

ICDs - engineering advances 

ICDs - arrhythmia termination improvement

Incorporation of understanding of arrhythmia nonlinear 
dynamics into termination strategies:

• Can we come up with better pacing algorithms for 
ATP?

• Even a small improvement would positively effect tens 
of thousands

Works in 85-90% of attempted trials 



Unidirectional block 

Boersma et al., 
Circulation, 1993

Why do more 
stimuli work 
better than 
one?

Dynamical instability?

By exploiting such 
instability can we 
increase efficacy of 
pacing-induced 
termination?



Spatial gradient in recovery time 
(DI) causes unidirectional block
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Spatial gradient in recovery time 
(DI) causes unidirectional block
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∂DI/∂x < 0 block in the anterograde direction

∂DI/∂x > 0 block in the retrograde direction

Vulnerable window for unidirectional block (1-2 ms)



∂DIi
∂x

= −da(DIi−1)
dDI

∂DIi−1

∂x
− 1

CVi−1
+

1
CVi

∂DI1
∂x

= −1/CVF = −22 ms/cm

Analytical approach

Map model: APD and CV are functions of previous DI 

• the direction in which block occurs may alternate
• ∂DI/∂x may be amplified for short coupling intervals
• the window of unidirectional block may increase for 

short coupling intervals

Predictions

Krogh-Madsen & Christini, 
Physical Review E, 2009



∂V

∂t
= D

∂2V

∂x2
− Iion/Cm

Shiferaw et al., Physical Review E, 2005.

Numerical approach

Cable equation with periodic boundary conditions 

Iion described by 
coupled ODEs
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Aggressive ramp pacing
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FIG. 11: Termination due to unidirectional block in aggressive ramp protocol with ∆CI = 30

ms and CI1 = 255 ms. (a) Transmembrane potential and DI. (b) Successive values of DI at the

stimulus site. (c) Spatial DI gradient at the stimulus site. (d) Windows of block and termination.

Unidirectional block (red diamonds).

away from the stimulus site. In other words it sets requirements on the APD restitution

curve to be sufficiently steep. However, R2 block also depends on how the conduction velocity

changes with DI: if CV restitution is steep, R2 slows down substantially as it propagates,

allowing R1 more time to repolarize and thus decreasing the chance of R2 block. Hence, the

occurrence of R2 block is increased when APD restitution is steep and CV restitution is flat

[14]. We also derive this result in the Appendix.

Collision block and alternans amplification also both require the transient co-existence of

two anterograde waves. Such double-wave reentry would effectively cut the activation time in

20

rapid external pacing from the stimulus site, we find that the presence of alternans does not

increase the ability to terminate the reentry because the DI gradient around the stimulus

site is small (Fig. 6).

E. The aggressive ramp and implications for antitachycardia pacing

In our model, the aggressive ramp protocol works well because — by design — the DI

values fall on the steep part of the APD restitution curve (Fig. 14). Hence, it may be

that an as-soon-as-possible pacing scheme where all coupling intervals were just beyond the

absolute refractory period would increase the termination efficacy even more, but such an

approach would be difficult to implement in an implantable device given that the APD

restitution curve is a dynamic property and depends on the state of the heart (e.g., heart

rate, sympathetic activity, etc). In contrast, the aggressive ramp has only two parameters,

which do not need fine tuning (Fig. 10).
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FIG. 14: APD restitution curves. (a) From burst protocols with three different coupling intervals.

(b) From ramp protocols with two different ramp decrements. (c) From aggressive ramp protocol

with two different initial step sizes.

While in our simple model, we found no or very little termination when applying reg-

ular burst or ramp pacing, these protocols actually work relatively well in patients. This

discrepancy may be due to intrinsic structural and ionic heterogeneity as well as anisotropy

in the heart, and/or the lack of a reentrant pathway in the heart as well defined as our
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gradient at the stimulus site. (d) Windows of block and termination. Retrograde block (open
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waves to travel further and further in the retrograde direction before colliding with the

anterograde waves (Fig. 9). This causes each retrograde wave to reach an area beyond the

collision point of the previous waves where DI is prolonged due to CV restitution effects

(because the anterograde waves travel further than the retrograde waves, CV restitution

effects accumulate more there). These increasing fluctuations in DI and APD (through

APD restitution) eventually cause R8 to block, with subsequent block of A7 and A8 ({A1
7!,

16

rapid external pacing from the stimulus site, we find that the presence of alternans does not

increase the ability to terminate the reentry because the DI gradient around the stimulus

site is small (Fig. 6).

E. The aggressive ramp and implications for antitachycardia pacing

In our model, the aggressive ramp protocol works well because — by design — the DI

values fall on the steep part of the APD restitution curve (Fig. 14). Hence, it may be

that an as-soon-as-possible pacing scheme where all coupling intervals were just beyond the

absolute refractory period would increase the termination efficacy even more, but such an

approach would be difficult to implement in an implantable device given that the APD

restitution curve is a dynamic property and depends on the state of the heart (e.g., heart

rate, sympathetic activity, etc). In contrast, the aggressive ramp has only two parameters,

which do not need fine tuning (Fig. 10).
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FIG. 14: APD restitution curves. (a) From burst protocols with three different coupling intervals.

(b) From ramp protocols with two different ramp decrements. (c) From aggressive ramp protocol

with two different initial step sizes.

While in our simple model, we found no or very little termination when applying reg-

ular burst or ramp pacing, these protocols actually work relatively well in patients. This

discrepancy may be due to intrinsic structural and ionic heterogeneity as well as anisotropy

in the heart, and/or the lack of a reentrant pathway in the heart as well defined as our
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the retrograde wave on even beats, where ∂DI(0)/∂x > 0. The termination dynamics of the

two remaining anterograde waves vary with the stimulus number. Following S2 and S4 there

is regular collision block ({A1
i−1!, A1

i !}), S8 and S10 lead to {A2
i−1!, A1

i !} termination,

while small (> 3 ms) windows of {A2
i−1!, A2

i !} and {A3
i−1!, A3

i !} termination exists for

beats 12 and 6, respectively.
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FIG. 6: Dynamics due to burst pacing with coupling intervals of 215 ms. (a) Transmembrane

potential and DI. (b) Successive values of DI at the stimulus site, DI(0). (c) Spatial DI gradient at

the stimulus site. (d) Windows of block and termination. Retrograde block (open triangles) and

retrograde block causing termination (filled triangles).

While the type of termination dynamics is not predictable by the local DI gradient, the

occurrence of block is (Fig. 7). A stated above, the rapid burst protocols induce considerably

large positive DI gradients, which lead to retrograde block. However, the threshold value for
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rapid external pacing from the stimulus site, we find that the presence of alternans does not

increase the ability to terminate the reentry because the DI gradient around the stimulus

site is small (Fig. 6).

E. The aggressive ramp and implications for antitachycardia pacing

In our model, the aggressive ramp protocol works well because — by design — the DI

values fall on the steep part of the APD restitution curve (Fig. 14). Hence, it may be

that an as-soon-as-possible pacing scheme where all coupling intervals were just beyond the

absolute refractory period would increase the termination efficacy even more, but such an

approach would be difficult to implement in an implantable device given that the APD

restitution curve is a dynamic property and depends on the state of the heart (e.g., heart

rate, sympathetic activity, etc). In contrast, the aggressive ramp has only two parameters,

which do not need fine tuning (Fig. 10).
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FIG. 14: APD restitution curves. (a) From burst protocols with three different coupling intervals.

(b) From ramp protocols with two different ramp decrements. (c) From aggressive ramp protocol

with two different initial step sizes.

While in our simple model, we found no or very little termination when applying reg-

ular burst or ramp pacing, these protocols actually work relatively well in patients. This

discrepancy may be due to intrinsic structural and ionic heterogeneity as well as anisotropy

in the heart, and/or the lack of a reentrant pathway in the heart as well defined as our
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Take-home message

Cardiac modeling is fun and worthwhile and useful for 
studying many types of problems using different models 
ranging from very simple (e.g., threshold dynamics) to 
highly complex (e.g., 3D anatomical). 


