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Abstract— We adopt a system theoretic approach and explore
the model of retinal ganglion cells as linear filters followed
by a Maximum-Likelihood Bayesian predictor. We evaluate the
model by using cross-validation, i.e., first the model parameters
are estimated using a training set, and then the prediction
error is computed (by comparing the stochastic rate predicted
by the model with the rate code of the response) for a test
set. As in system identification theory, we present spatially
uniform stimuli to the retina, whose temporal intensity is
drawn independently from a Gaussian distribution, and we
simultaneously record the spike trains from multiple neurons.
The optimal linear filter for each cell is obtained by maximizing
the mutual information between the filtered stimulus values and
the output of the cell (as measured in terms of a stochastic rate
code). Our results show that the model presented in this paper
performs well on the test set, and it outperforms the identity
Bayesian model and the traditional Linear model. Moreover,
in order to reduce the number of optimal filters needed for
prediction, we cluster the cells based on the filters’ shapes,
and use the cluster consensus filters to predict the firing rates
of all neurons in the same class. We obtain almost the same
performance with these cluster filters. These results provide
hope that filter-based retinal prosthetics might be an effective
and feasible idea.

I. INTRODUCTION

The quality and quantity of experimental data from bi-

ological neuronal systems is dramatically rising [1]. With

more data, there is a need for algorithms which are guided

by the data, rather than guided by human analysis of that

data. Information theory [2], [3] then becomes a natural

framework to study how neurons communicate information

in the nervous system. It introduces the mutual information
between two random variables S and R, denoted as I(S;R),
which is a measure of the statistical dependency. It is also

the upper bound on how many bits about S (or R) we know

on average. In spite of many advances, it is still not known

precisely how information is represented by neural code [4],

[5].

In this work, we model the retina ganglion cells of a mouse

as linear filters using a stochastic rate code to encode the

filter values. With the genetic algorithm, we find the filter

which maximizes mutual information between the filtered

stimulus and the number of spikes in a time frame. We

simply describe our experimental data in section II. In section

III, we specifically introduce our motivation and the optimal

filters for information maximization. Followed in section IV,

we evaluate the encoding performance for three encoders. We

have also shown that using the cluster filters, we can improve

the encoding performance as well.

II. DATA DESCRIPTION

Mice were placed in the dark overnight before the ex-

periment then killed with 100% CO2. The eye was then

removed. And under dim red light (low-pass filter with a

580 nm cut of; intensity, 0.65 microwatts/cm2 or 250
rod-equivalent photons/micron2/sec) the cornea, lens, and

vitreous were removed and the retina was isolated from the

pigment epithelium. A 2.5 × 2.5 mm piece was cut from

the central retina and placed on a 64-electrode extracellular

multielectrode array in a recording chamber where it was

perfused continuously with oxygenated Ringer’s solution

throughout the experiment. The cells responses were then

recorded simultaneously. The experiment was performed in

accordance with UCLA animal research committee guide-

lines.

The data set we analyzed consists of 17 retinal ganglion

cells from a mouse. The stimulus was the full field of a

computer monitor with a 256-value linear intensity scale (0

is darkest, 255 is brightest), driven by a series of Gaussian

deviating with a mean of 127 and a standard deviation of

60 every 100 ms for 1.5 hour. The firing rate ranges from

4.2 Hz to 77.4 Hz.

III. METHODOLOGY AND TECHNIQUES

A. Motivation

It takes time for a neuron to transfer the visual information,

thus the neural response at the present frame might not

be most informative about the present stimulus, but instead

about an earlier stimulus. In addition, the response at one

frame might be informative about stimulus at several frames.

We then want to investigate this encoding time process using

the information theory.

The stimulus is then represented as a vector S =
(s1, s2, . . . , sN ), where si is the intensity of frame i. We

binned the stimulus intensity values into 16 approximately

equal sized bins to reduce the number of bits per frame

to be at most 4. For each cell, we also binned the spike

train in 100 ms bins (a stimulus frame) and counted the

number of spikes in every bin. Then the response of the jth

cell is Rj = (rj
1, r

j
2, . . . , r

j
N ), where rj

k is the number of

spikes in the kth bin for the jth cell. Ignoring any temporal

dependencies, we might consider the mutual information

I(S,Rj) created by pairing each (si, r
j
i ) for all i. We could

calculate

I(S;Rj) = H(S) + H(Rj) − H(S,Rj). (1)
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We also introduced the Rj
l = (rj

1+l, r
j
2+l, . . . , r

j
N ), which

has the length N − l. If l � N , then H(Rj) ≈ H(Rj
l ).

For each delay l, the mutual information I(S;Rj
l ) could be

computed. The encoding efficiency [6] with delay l is defined

as

ηl = I(S;Rj
l )/H(Rj

l ). (2)

Fig. 1 shows the encoding efficiency with different delays

for every neuron. Note that no cell has a maximum of ηl at

l = 0. Instead, all of them reach the maximum at l = 1 or

l = 2. Thus all the cells in this study are most informative

about the stimulus 100 − 300 ms in the past. Since that our

stimulus was drawn independently, the mutual information

being spread over a wide time window is due only to neural

processing instead of the statistics of the stimulus.
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Fig. 1. Encoding Efficiency with Different Delays. Every subplot represents
a neuron. The x-axis corresponds to the number of delay frames.

B. Linear filter for mutual information maximization

In our setting, a general model for the cell as

a rate-encoder was to assume that the probability

pj(ri|si, si−1, . . . si−k) for each cell j exists, where k cap-

tures how much past dependency there is in each cell. In

Fig. 1 we see that many cells have non-zero information

about stimuli 500 ms or more into the past. This indicates that

several frames of stimulus are processed jointly to generate

its subsequent response. Thus we would need to use at least

5− 10 frames of past data to predict the response at a given

time. Given that we had access to only 54, 000 frames, we

had a woefully insufficient amount of data to build such a

model.

Thus instead, we assumed that the cell depends on a

convolution, or filter, of the stimulus

sw(i) =
k∑

j=0

wjsi−j , (3)

and instead of the cell being defined by a table given

by pj(ri|si, si−1, . . . si−k), we considered the case where

pj(ri|sw(i)) exists.

How could we use the data to select the best w? Our

method was to find the wj
opt such that

I(Sw;Rj) ≤ I(S
w

j
opt

;Rj). (4)

Equivalently, we wanted the wj
opt to maximize the mutual

information between the filtered stimulus and the response.

The mutual information is not affected by any constant

scaling of w. To make sure all filters w are comparable we

normalized
∑

i | wi |= 1, which requires that −1 ≤ wi ≤
1. Additionally, we made sure that the filtered value had a

positive correlation with the response by setting the overall

sign of w. This differentiates the cells positively correlated

with the stimulus from those negatively correlated with the

stimulus. Thus we have a model that includes potentially

long histories to the cell with only linearly many parameters

to fit, rather than exponentially many.

We knew of no analytic solution to finding wj
opt such

that (4) holds. Instead computational optimization techniques

must be used. In our analysis we chose k to be 14, which

means that we considered the 15 frames of stimulus (1.5 s

preceding the response).

We focused on solutions given by a Genetic algorithm [7]–

[10]. Beginning with 80 parent individuals generated from

the uniform distribution over [−1, 1], after 400 generations

evolution we chose the filter with the highest mutual infor-

mation as the approximate optimal solution1.

Shown in Fig. 2, we see that the filter displays its positive

or negative peak at the 2nd or 3rd frame. Thus two different

measures, encoding efficiency (Fig. 1) and the optimal filter

(Fig. 2) both suggest the same processing time, 100 ms to

300 ms, called the best offset, for the mouse retinal ganglion

cells to convey information.

Compared with I(S;Rj
l ), the mutual information between

the stimulus and the response with the optimal offset,

I(S
w

j
opt

;Rj) increases around 50%−300% after the filtering

process. It’s value of clarifying whether the increase of

1We repeated this analysis 10 times and the Euclidean distance between
different simulation results is 0.029 on the average of all 17 neurons, while
the distances among these 17 neurons range from 0.0353 to 1.0826. We
also used the method of simulated annealing [11], [12] and found similar
results, but the computation required much longer to find the optimum.
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Fig. 2. Optimal linear filters of retinal ganglion cells. Every subplot
represents a neuron. The x-axis corresponds to the number of delay frames,
so the filter is displayed in the order of w0, w1, · · · , w14. We have
normalized the vector such that

P
i
| wi |= 1.

the mutual information is due to the H(S
w

j
opt

) increase

or not. However, H(S
w

j
opt

) is 86.6% of H(s) averaged on

all these neurons. Thus the filtering process emphasizes the

information that the neurons carry.

IV. RESULTS

A. Encoding performance

We evaluate three rate encoding models by using them to

predict the firing rate here. To make our results robust, we

did the cross validation. The whole data set was then split

into 2 halves.

• Identity Bayesian Model (IB): We only used the stimu-

lus at some fixed point in the past to predict the number

of spikes in the current bin. And usually we are only

interested in the best case where IB is with its optimal

offset, an offset of one or two frames in the past. We

could also choose the set of frames which have the

highest encoding efficiency to predict (IB(i) means that

we choose i best frames), but our data size limited our

choice of 2 best frames at most.

TABLE I

THE AVERAGE ENCODING PERFORMANCE FOR THREE

MODELS.

IB(1) IB(2) LR FB

ER 0.53 0.41 0.37 0.32

CORR 0.50 0.62 0.59 0.73

• Linear Model (LR): Inspired by the linear decoding

method [6], we could obtain a linear filter by minimiz-

ing the mean square error between the linear filtered

stimulus value and the neuron’s firing rate.

• Filter Based Bayesian Model (FB): For each cell, we

applied its optimal filter which was obtained by maxi-

mizing the mutual information I(Sw;R). So instead of

the mean square error used in LR, the cost function

in FB is mutual information. We obtained r̃ by using

the maximum likelihood Bayesian algorithm for both

IB and FB.

The average encoding performance2 of the four encoding

models is given in Table I, where the normalized mean

square error is denoted as ER and the correlation coefficient

is denoted as CORR. The average ER is around 60% as

large for FB as for IB(1), and the average CORR has a

46% increase. Using two best frames, IB(2) does a better job

than IB(1), which emphasizes the importance of combining

several stimulus frames for prediction, and it provides a

comparable performance to LR. We realize that LR provides

a comparable ER to FB, mostly because its cost function is to

minimize the mean square error, but it’s still outperformed

by FB by giving a much smaller CORR. Thus in general,

we can order the performance of these four models as

FB > LR > IB.

B. Encoding with cluster filters

We also considered of reducing the number of filters

needed in prediction. For this aim, we clustered the neu-

rons based on the shape of their optimal filters via the

agglomerative hierarchical clustering technique [13] at first.

Every neuron’s filter is viewed as a vector, then the distance

between two filters is defined to be either the CityBlock

distance d1 or the Euclidean distance d2, and the distance

between two clusters to be either the average distance Dave,

or the maximum distance Dmax. The hierarchical clustering

algorithm started from every neuron as a single cluster, and

we initially merged two clusters i and j that had the minimal

distance value. We then reduced the number of clusters by

one. We re-calculated the distances between clusters and

iterated the above step until we got a single cluster. The result

of clustering of the neurons with Euclidean filter distance

and average cluster distance is shown in Fig. 3a as a binary

2We have excluded the outlier cells 11, 14 and 16 for a fair comparison
of the four encoding models. Both IB and FB don’t work for these cells.
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Fig. 3. We have clustered the neurons according to optimal filters derived
from the 1st half of the data. a: Dendrogram of the neurons’ clustering.
The height of a merge represents the distance between two clusters. The 5

important clusters are highlighted. b: The 5 cluster filters. Note cluster 4

and cluster 5 are single clusters.

dendrogram, in which we found 5 important clusters in total3.

With this dendrogram, we define the cluster filter of each

cluster to be

wC =
1

|C|

∑

k∈C

wk, (5)

as shown in Fig. 3b. Now we could use those 5 most

important cluster filters to predict. We have obtained similar

performance with these cluster filters: the average ER is 0.33
and the CORR is 0.72.

V. SUMMARY

The filter based Bayesian model is a general model to

describe the encoding behavior of the cell. Our model of the

neurons as rate-encoders of the optimal filtered stimulus can

do a good job in predicting the neurons’ firing rate. Com-

pared with IB(1), it cuts the error rate by around 40% (0.32
versus 0.53), and raises the correlation coefficient by 46%
(0.73 versus 0.50). In addition, it outperforms LR, whose

performance is comparable to that of IB(2), by giving a less

error rate (0.32 versus 0.37) and a much larger correlation

coefficient (0.73 versus 0.59). Moreover, we could reduce

the number of optimal filters we need for encoding by doing

the hierarchical clustering. We could do an almost same job

3The clustering technique applied to the filters is very robust: all four
choices gave rise to the same 5 most significant clusters. In fact, we
also found evidence that the filters as well as the clustering structure are
stationary, and the clustering structure is not dependent on firing rate.

with these cluster filters as FB (error rate: 0.33 versus 0.32;

correlation coefficient: 0.72 versus 0.73).

There are several areas where our filter based model can

be generalized. First, instead of using a spatially uniform

stimulus, we may apply our technique to a non-spatially

uniform stimulus. In this case, the filter size would grow

dramatically (to cover both space and time). A second

approach would be to extend our linear filter to a class of

non-linear filters and do the same analysis. Finally, we can

have a number of filters assigned to each cell and find the

optimal set of filters whose outputs have the most mutual

information with the response.

We should also note that the stimulus is a very challenging

one to decode: white gaussian noise at 10 Hz. This has

a broader spectrum than one would expect an animal to

encounter in the wild. It will be interesting to apply this

technique to a more slowly changing stimulus. Deconvolu-

tion techniques may allow us to reconstruct the stimulus very

precisely from the several classes of cells, if that stimulus is

not too high in frequency.
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