Mean and Standard Distribution

Biological investigation often involves taking measurements from a sample of a population.

The mean of these measurements is, of course, the most common way to characterize their distribution:

$$\bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i$$

The concept is easy to understand and should be familiar to everyone. However, be careful when implementing it on a computer. In particular, make sure you know how the program you are using deals with missing values:

```r
> x <- rnorm(10)
> x
 [1] -0.05102204  0.38152698  0.66149378
 [4]  0.41893786 -1.01743583 -0.55409120
 [7] -0.14993880 -0.31772140 -0.44995050
[10] -0.69896096

Generates 10 random samples from a normal distribution.
```

```r
> mean(x)
[1] -0.1777162

Computes the mean
```

```r
> x[3] <- NA
> x
 [1] -0.05102204  0.38152698 NA
 [4]  0.41893786 -1.01743583 -0.55409120
 [7] -0.14993880 -0.31772140 -0.44995050
[10] -0.69896096

Indicate that one of the values is unknown
```

```r
> mean(x)
[1] NA
> mean(x, na.rm=TRUE)
[1] -0.2709618

The mean cannot be computed, unless you ask that missing values be ignored.
```

```r
> sum(x)
[1] NA
> sum(x, na.rm=TRUE)
[1] -2.438656
> length(x)
[1] 10
> length(na.omit(x))
[1] 9
> sum(x, na.rm=TRUE)/length(na.omit(x))
[1] -0.2709618

Computing the mean ‘manually’ requires careful attention to NAs.
```

Similar principles hold when using Microsoft Excel. Try using the `AVERAGE()` and `SUM()` functions.

What is the difference in behavior when you leave a cell empty vs. when you use the `NA()` function.
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In addition to the mean, the standard deviation and (to a lesser extent) the variance are also commonly used to describe a distribution of values:

\[
\text{(Sample Variance)} = s^2 = \frac{\sum_{i=1}^{N} (x_i - \bar{x})^2}{N - 1}
\]

\[
\text{(Sample Standard Deviation)} = s = \sqrt{\text{Sample Variance}} = \sqrt{\frac{\sum_{i=1}^{N} (x_i - \bar{x})^2}{N - 1}}
\]

Observe that the variance is an average of the square of the distance from the mean. All terms in the summation are positive because they are squared.

When computing the variance or standard deviation (SD) of a whole population, the denominator would be N instead of N-1. The variance of a sample from a population is always a little bit larger, because the denominator is a little bit smaller. There are theoretical reasons for this having to do with degrees of freedom; we will chalk it up to a “weird statistics thing”.

Observe that the standard deviation has the same units of measure as the values in the sample and of the mean. It gives us a measure of how spread out our data is, in units that are natural to reason with.

In the physical sciences (physics, chemistry, etc.), the primary source of variation in collected data is often due to “measurement error”: sample preparation, instrumentation, etc. This implies that if you are more careful in performing your experiments and you have better instrumentation, you can drive the variation in your data towards zero. Think about measuring the boiling point of pure water as an example. Some argue that if you need complex statistical analysis to interpret the results of such an experiment, you’ve performed the experiment badly, or you’ve done the wrong experiment.

Although one might imagine that an experimenter would always use the best possible measurement technology available (or affordable), this is not always the case. When developing protocols for CT scans, one must consider that the measurement process can have deleterious effects on the patient due to the radiation dose required to carry out the scan. While more precise imaging, and thus measurements (say of a tumor size), can often be achieved by increasing the radiation dose, scans are selected to provide just enough resolution to make the medical diagnosis in question. In this case, better statistics means less radiation, and improved patient care.

In biology, the primary source of variation is often “biological diversity”. Cells, and in particular, patients, are rarely in identical states, and you expect a non-trivial variation, even under perfect experimental conditions. In biology, we must learn to cope with this naturally occurring variation.

Communicating a Distribution
\(\bar{x}\) and SD have a particular meaning when the distribution is normal. For the moment, we’ll not assume anything about normality, and consider how to represent a distribution of values.
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Histograms convey information about a distribution graphically. They are easy to understand, but can be problematic because binning is arbitrary. There are essentially two arbitrary parameters that you select when you prepare a histogram: the width of the bins, and the alignment, or starting location, of the bins. For non-large N, the perceptions suggested by a histogram can be misleading.

Three histograms are prepared; the same data are presented, but, depending on the binning, a different underlying distribution is suggested.

When preparing histograms, be sure that the labels on the x-axis are chosen so that the binning intervals can be easily inferred. The first plot would better be prepared including one additional option: \texttt{xaxp = c(-3,3,5)}. See the entry for \texttt{par} in the R help for this any many other plotting options; type \texttt{?par} at the R prompt.

\textsc{R} has a less arbitrary function, \texttt{density}, which can be useful for getting the feel for the shape of an underlying distribution. This function does have one somewhat arbitrary parameter (the bandwidth); it is fairly robust and default usually works reasonably well.

\begin{verbatim}
> hist(x, breaks=seq(-3,3,length.out=13), xaxp=c(-3,3,4),
  probability=TRUE); lines(density(x))
\end{verbatim}

Note that we add the \texttt{probability} option to the \texttt{hist} function; this plots a normalized histogram, which is convenient, as this is the scale needed by the overlayed density function.

You should be wary of using summary statistics such as $\bar{x}$ and SD for samples that don’t have large N or that are not known to be normally distributed. For N=50, as above, other options include:

- A table of all the values: \texttt{sort(x)}
- A more condensed version of the above: \texttt{stem(x)}

For graphical presentations, do not underestimate the power of showing all of your data. With judicious plotting choices, you can often accomplish this for N in the thousands.

\texttt{stripchart(x)} shows all data points. For \texttt{N=50}, \texttt{stripchart(x, pch="|"}) might be more appropriate.

If you must prepare a histogram (it is often expected), overlaying the density curve and sneaking in a \texttt{stripchart}-like display can be a significant enhancement:

\begin{verbatim}
> hist(x, breaks=seq(-3,3,length.out=13), xaxp=c(-3,3,4),
  probability=TRUE); lines(density(x))
> rug(x)
\end{verbatim}

For larger N, a boxplot can be appropriate:
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```r
> x <- rnorm(1000); boxplot(x)
```

You can overlay (using the `add=TRUE` option) a stripchart to show all data points. With many data points, a smaller plotting symbol and the `jitter` option are helpful.

```r
> stripchart(x, vertical=TRUE, pch=".", method="jitter", add=TRUE)
```

Note that boxplots show quartiles. The heavy bar in the middle is the median, not the mean. The box above the median is the third quartile; 25% of the data falls in it. Similarly, the box below the median holds the second quartile. The whiskers are chosen such that, if the underlying distribution is normal, roughly 1 in 100 data points will fall outside their range. These are putative outliers that you may want to further inspect.

The concept of quartiles can be generalized to quantiles. Another way to characterize distributions is by reporting quantiles; quartiles and deciles are favorites:

```r
> quantile(x, (0:4)/4)
   0%      25%      50%      75%     100%
-2.99767  -0.69365  -0.01547  0.65435  3.02194
> quantile(x, (0:10)/10)
   0%      10%      20%      30%      40%
-2.99767 -1.20812 -0.87560 -0.53790 -0.26517
   50%      60%      70%      80%      90%
   0.01547  0.22309  0.48496  0.78566  1.18193
   100%     100%     100%     100%     100%
        3.02138
```

SD is a representation of how spread out your data are. If the underlying distribution is normal and N is large, then 95% of the samples are expected to fall within the range: $x \pm 1.96 \cdot SD$.

```r
> x <- rnorm(100000)
> mean(x)
[1] 0.001076443
> sd(x)
[1] 1.000764
> quantile(x, (0:40)/40)
   0%      2.5%       5%      7.5%     10%      12.5%      15%     17.5%    
-4.75424 -1.96433 -1.65084 -1.44224 -1.28093 -1.14700 -1.03560 -0.93514
   20%      22.5%      25%     27.5%     30%      32.5%      35%     37.5%
-0.84149 -0.75476 -0.67904 -0.60083 -0.52678 -0.45578 -0.38545 -0.31718
   40%      42.5%      45%     47.5%     50%      52.5%      55%     57.5%
-0.25235 -0.18783 -0.12327 -0.05883 -0.00391 -0.06696  0.12936  0.19225
   60%      62.5%      65%     67.5%
```
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We expect the mean to be zero, the SD to be unity, the 2.5% quantile to be at -1.96, and the 97.5% quantile to be at +1.96.

**Standard Deviation vs. Standard Error of the Mean**

An important, but very different, question that statistics can help us with is how well we can estimate the mean. Two factors influence this: how spread out the data are, and how much data we have. A new quantity, the Standard Error of the Mean, is introduced:

\[ SEM = \frac{SD}{\sqrt{n}} \]

For large N, we can be 95% sure that the true mean of the underlying population is in the range...

\[ \bar{x} \pm 1.96 \cdot SEM \]

...where \( \bar{x} \) is the sample mean. We will formalize and extend this result in another session.

Here is an experiment to demonstrate this. We generate a sample from a known normal distribution where the mean is zero and the standard deviation is unity, then compute a confidence interval (CI) for the mean. We expect that this CI will contain the true mean (which we know to be zero) roughly 19 out of 20 times.

```r
> for (i in 1:100) {
+   x <- rnorm(10000)
+   print(mean(x) + c(-1.96, 0, 1.96) * sd(x) / sqrt(length(x)))
+ }
```

```
[1] -0.026578015 -0.006881238 0.012815538
[1] -0.020513516 -0.000704186 0.01929788
[1] -0.016042619 0.003399703 0.022842080
[1] -0.02855254 0.016817403 0.036490060
[1] -0.034024678 -0.014692288 0.004640103
[1] -0.017221995 0.012408992 0.032039980
[1] -0.009129527 0.010746901 0.030623328
[1] -0.02664289 -0.00695293 0.01255703
[1] -0.013781684 0.005884203 0.025550091
[1] -0.027726532 -0.016042619 0.004640103
[1] -0.022694849 -0.003367884 0.01679082
[1] -0.027884371 -0.008532565 0.01819241
[1] -0.0004399937 0.0190984618 0.0386369172
```
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This is pretty close to what was expected; in this particular case the true mean was not within the CI in six cases out of 100 (we expected about five).

To reiterate, understanding the difference between the SD and the SEM is critical. The SD gives us an indication of how spread out the data in the underlying population is. The SEM is an indication of how confident we are in our estimate of the true mean of the underlying population.

Many plots in publications show error bars. There is no standard as to what these represent; it could be ±SD, ±SEM, ±1.96SD, ±1.96SEM, or, as we will see later, something else. If the publication does not explicitly state what the error bars represent, they are of no use to you (and you might begin to question the underlying analysis).