
Correlation and Linear Regression

Quantitative Understanding in Biology, 2.1



You are making paired measurements. 
How do you know if the measurements 
are related? 

Question:
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There seems to be a relationship 
between x and y. We would like to 

quantify that relationship, often 
known as the correlation.



How do you calculate the correlation? 

Question:



Pearson’s Correlation Coefficient

r = 1
n

xi − x( ) yi − y( )
SDxSDyi=1

n

∑



Pearson’s Correlation Coefficient

Zx xi( ) = xi − x( )
SDx



Pearson’s Correlation Coefficient

Zx xi( ) = xi − x( )
SDx

Z-‐score



Pearson’s Correlation Coefficient

r = 1
n

Zx xi( )Zy yi( )
i=1

n

∑



Pearson’s Correlation Coefficient

−1≤ r ≤1
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r = 0.736
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Pearson’s correlation coefficient 
captures linear correlations.
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Spearman’s rank correlation 
coefficient captures non-linear 

correlations.



Spearman’s Rank Correlation Coefficient

a = rank x( )
b = rank y( )



Spearman’s Rank Correlation Coefficient

rspearman =
1
n

Za ai( )Zb bi( )
i=1

n

∑
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Why did the correlation decrease in our 
first example? 

Question:
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Outliers increase the Pearson’s 
correlation coefficient.
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Outliers do not increase the 
Spearman’s rank correlation 

coefficient.
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[R Example]
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If there is a line of best fit, an 
equation, and the r is squared, 

you’re looking at linear regression.



In linear regression, you fit a line 
that describes how one variable, y, 

is a function of another, x.
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The “r-squared” quantifies the 
amount of variation in y can be 

attributed to x.
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Why perform linear regression? 

Question:



1. Artistic. You want to pull people’s 
attention to the signal rather than 

the noise. 
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2. Predictive. You want to 
extrapolate your trend to future 

measurements. 
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3. Modeling. You want to generate a 
mechanistic model of the biology 

you’re studying.  
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y = 1.942x + 3.768
r2 = 0.543
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That model seems really simple. Can I 
make it more complex? 

Question:





• Fewer explanatory variables 



y = x



y = x1 + x2



• Fewer explanatory variables 
• Fewer parameters (model 

coefficients, etc.)



y = x



y = mx



y = mx + b



• Fewer explanatory variables 
• Fewer parameters (model 

coefficients, etc.) 
• Linear over non-linear 

relationships



y = mx + b



y = logm x( )2 + b



• Fewer explanatory variables 
• Fewer parameters (model 

coefficients, etc.) 
• Linear over non-linear 

relationships 
• Monotonic vs. non-monotonic 

relationships



y = mx + b



y = sin x( )+ b



• Fewer explanatory variables 
• Fewer parameters (model 

coefficients, etc.) 
• Linear over non-linear 

relationships 
• Monotonic vs. non-monotonic 

relationships 
• Fewer interactions among 

explanatory variables



y = x1 + x2



y = x1 + x2 + x1x2









Maximum Entropy

Maximum Likelihood





y = 1.942x + 3.768
r2 = 0.543
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y = 1.942x + 3.768
r2 = 0.543
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PLEASE	  DON’T	  DO	  THIS!



y = 1.942x + 3.768



y = 1.942x + 3.768

dependent	  variable



y = 1.942x + 3.768

dependent	  variable

independent	  variable



The independent variable should not 
have any measurement error 

associated with it. If it was sampled 
in a manner that is out of your 

control, it isn’t really an independent 
variable.



y = 1.942x + 3.768

dependent	  variable

independent	  variable



y = 1.942x + 3.768

phenotype

drug	  concentration



[R Example]


